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What to online auctions and AI have in common? Nothing, yet, but in this project we attempted to change
this! 

In Project 2 Design, executed in the Artifice squad, our team was asked to work on a challenge posed by
Catawiki, a company known to be the most-visited curated marketplace in Europe for special objects. This
firm is hosting weekly auctions within an online platform for buying and selling special items and collectibles
(Catawiki, sd). 

In accordance with the mission of the squad of our choice, we were expected to provide an alternative or
additional AI experience within the website of Catawiki. But what is artificial intelligence and what could it
add to a marketplace? The complex and official definition says it is a wide-ranging branch of computer
science concerned with building smart machines capable of performing tasks that typically require human
intelligence (Built In, sd). It is easier, however, to understand it by using examples such as self-driving cars,
Siri, Alexa and so on. In e-commerce, AI solutions collect vast amounts of data about customers and items
and combine it to enhance customer experience. Unique features that may be encountered often are image-
based search, voice search or chatbots (Rejman, 2020). 

We were offered the option of either taking the buyer or seller experience, and it was up to our team to decide
which one to pursue. It was the anticipation of a challenging and more educational road that prompted our
decision to take on the challenge about the seller experience. We were motivated during the whole project,
because we strive to deliver something to Catawiki that can be useful to them. We don’t want to make
something easy by doing too little, but also don’t want to make something unrealistic. This can be achieved
by making good use of the client meetings, sharing our current work and ideas and actively listening to and
implementing the client’s feedback. 

Throughout the semester, our goal was to incorporate AI in the form of image-recognition and auto-filling
feature into the auction submission flow. Using the tool of Teachable Machine and an auto-filling feature that
was created in a Wizard of Oz manner in our prototype, we display how we attempted to speed up the
completion of object submissions and boost the satisfaction of visitors. 

Throughout this project, a reflective transformative design process (Hummers & Frens, 2009) was followed,
which is a more open and dynamic design process compared to classical design processes. By continuously
reflecting critically on the choices made, with our vision in mind, we ensured that the final product contained
well-considered design choices. In this report, we will elaborate on all our decisions, which eventually led to
our final result. 
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Now that we had chosen to go with challenge 2, the sellers’ perspective, we had to find out exactly what we
wanted to change or improve. In one of the first weeks of the project, we had an ideation workshop in which
the goal was to find our specific design brief and to find out who our users are. We first made a mind map in
which we wrote down what the function of the AI could be in this project, what the pain points from the users
are and we made some ‘How might we’-questions, they can be seen in Figure 1. We looked at the customer
journey map that Catawiki had shared with us, and we found a lot of frustration in the creating and describing
part of making a lot, this is shown in Figure 2. The sellers cannot always fill in every question and it is even
harder to find the right category for the product the seller is trying to sell. It is frustrating and it makes the
seller insecure about their lot and their chances of selling the product. Therefore, we wanted to make it easier
for the seller to make a lot.  

Figure 1: 'How might we'- questions Figure 2: Part of customer journey map by Catawiki

A week later we had a prototyping workshop. In this workshop the
goal was to find the context we are going to work with and to make
a first prototype. To define our context, we made the practice map
shown in Figure 3. In this map we stated the reasons for a seller to
use Catawiki, how they achieve these reasons, what they need to
achieve these and what the AI could do to help.  

Our first step was to choose between two Catawiki challenges. Challenge 1 is about the buyers’
perspective and in this challenge, it would be our job to help the buyers to find what they love using
artificial intelligence. Challenge 2 is about the sellers’ perspective and in this challenge, we would have
the responsibility of improving the submission user flow with artificial intelligence. 
Taking on challenge 2 was our decision as Team E. 

Two Challenges

Ideation

Prototyping Workshop

Figure 3: Practice Map
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After defining the context, we started making a first prototype. Because we are working for a website of a
company our final prototype is going to be a digital one. We wanted our first prototype to be physical, we
wanted to visualize how the AI would work in our concept. First, we had a little brainstorming session about
what our concept would look like, and our first ideas were that our concept would have a chatbot that helps
the seller to fill in all the questions that are asked in the submission process and to make sure the seller
chooses the right category. We wanted to visualize our chatbot in a nice way, and we came up with the idea
to make a chatbot out of the already existing Catawiki logo, which can be seen in Figure 4. By using the
Catawiki logo our chatbot would fit perfectly in the already existing aesthetics of the Catawiki website. For
this first prototype, with which we wanted to visualize the flow of an AI, we made a little box that has all the
data in it. The box is connected to a server that is connected to a laptop, which is connected to its screen.
Now we can explain that the AI will get its data from a database, that will be sent to a server and now it can
be displayed on the laptop of the seller.  
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Figure 4: Face of chatbot from logo

During our first meeting with Catawiki they advised us to make a one
pager. A one pager would help us to make the problem we want to
solve a bit more concrete and it would help us to narrow things down.
We have to think about if we want to involve all kinds of products or
only categorized products. We define categorized products, as
products that are mass produced, so most of the time they have a
barcode. We also had to think about the kind of user we wanted to
design for. These are the kind of things we tackled in the one pager,
which can be found in Appendix 1.

We started prototyping and made two different prototypes. The first
prototype, shown in Figure 5, includes a chatbot and the second one,
shown in Figure 6 does not. The first prototype will start a conversation
with the seller to get to know more about what the seller is trying to sell.
The chatbot will ask questions as ‘Does the product have a barcode?’ Or
‘Where did you get this product?’. In this way the chatbot will gather
information about the product and with that information it can
investigate the database and find out if there is already information on
this product in there. If so, the AI can already autofill some information.
The second prototype does not use a chatbot, but it uses image
recognition. The seller uploads some pictures of the product that the
seller wants to sell, and it is the job of the AI to recognize what you want
to sell and to see if there is already some information about this product
in the database. In this way the AI can autofill some information.  

Figure 5: Prototype with chatbot

Figure 6: Prototype without chatbot

One Pager

First Prototypes
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We discussed these prototypes within our group and we questioned ourselves if we would reach our goal
with one of these prototypes. We thought that the chatbot would make the submission process even longer,
because the seller has to have a whole conversation with the chatbot, before it can help you. Furthermore, we
were wondering if Catawiki itself already considered a chatbot and if so, why did they not implement it. We
asked them, and they told us that they did consider a chatbot. The reason why they did not implement this is
because they work with a lot of different languages and it would be very hard to implement those all in a
chatbot. Also, a chatbot is not something that all sellers like, especially because the average age of the
sellers on Catawiki is between 35 and 40 years old.  
They also were very impressed by the second prototype and concept, because that is something the Catawiki
team is also already working on. They were very curious to see what our final concept will look like and what
our findings will be.  

To identify our users, we took a look at the target audience of Catawiki that was shared with us as shown in
Figure 7. 

Figure 7: Catawiki's target audience (by Catawiki) 

With the help of this information, we made two personas.
Hanna (Figure 8) and Andrew (Figure 9), they are also
displayed at a larger size in Appendix 2. Hanna is a person
who is new to selling products on auction websites. She
inherited something and she decided to sell this, she does
not do this usually. Hanna needs some more guidance
through the selling process because she does not know
what to expect and what is expected from her. Andrew is a
passionate and professional seller. He buys and sells
whiskey repeatedly. He does not need a lot of guidance
when selling something because he has done it a lot of
times already. 

Figure 8: Hanna (persona) Figure 9: Andrew (persona)

Personas

05.
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One of our goals was to make a ‘working’ prototype. Our coaches suggested looking into a teachable
machine. This is an AI tool that we can learn how to teach it to recognize different products. We did some
research into the Google Teachable Machine and tried this one out ourselves, which is shown in Figure 10.
First, with a simple bottle, later in the project we taught the machine to recognize a Nintendo, a LEGO car and
a statue. You can teach this machine by giving it a bunch of pictures of one product, from different angles,
preferably with a neutral background. You tell the machine what kind of product is in the pictures. From now
on the AI can tell you what kind of product you are showing it. If you do this with a lot of products, the AI
would be able to distinguish different products. 

We used the Teachable Machine just for the sake of the prototype. It would not be profitable for Catawiki to
use this system because it is impossible to train a model with every product that you can sell on Catawiki. If
Catawiki implemented the idea of picture recognition, they would have to make their own artificial
intelligence. This would be an AI that is connected to the database of Catawiki, so that it is possible for the AI
to compare the pictures of the seller to the pictures that are in the database and in this way it can recognize
the product in the picture.  

Figure 10: First tests with Teachable Machine 

Teachable Machine
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Step 1 - Image recognition (see Figure 11): This step constitutes our main change to the existing Catawiki
process regarding artificial intelligence. Currently the process starts with selecting manually a category
for the item that has to be sold and then uploading pictures to it. Whereas we had flipped this process by
adding the uploading of pictures first. In that way these images can be used by an AI system to find
possible information of the item in question. Additionally, we have the AI choose the images with the best
quality and recommend and pick those over the ones that do not meet the requirements for use on the
site. 

More in Depth

07.

Linear path where information is displayed step by step
Pros: Easy to use, self-explanatory, no prior experience required
Cons: Makes process longer, lack of general overview of all information for quicker checking and
adjustment of answers

One page where all information can be accessed under different subsections from that one page
Pros: Freedom to navigate information as user pleases, all information can be accessed without
going backwards
Cons: Can be chaotic, steep learning curve to understand the layout of the page

At this point of our design process, we had at hand three major components to work with in order to
conceptualize our idea and prototype for the midterm demo day presentation. These three components
include our decision to continue working with our second idea of the prototype (i.e. a process containing
image recognition for auto-filling information), two personas of two different probable target users and proof
that we have the means to create a prototype that would be functional (using the teachable machine).

The first step towards designing the prototype was to decide how the user interface would function. After
experiencing various existing processes of submitting items for sale online we defined two main categories
where these processes fall:

A decisive role in getting out of the dilemma of which category to choose for our prototype played our
second above-mentioned component: our two personas. On the one hand, we have a persona who is
completely new to the world of selling online and who is in need of an easy and simple environment. On the
other hand, we have a user who sells regularly online and is accustomed to such selling processes and who
needs a fast and utilitarian environment. It was thus clear that the first category fits the former persona and
the second category the latter. Because of that our decision was to develop two processes that include
image recognition but with different ways of displaying information, based on the two categories we formed
previously. 

From then on, our design process is as follows. Creation of one universal, between the two processes, step at
the beginning where images are uploaded and analyzed in order to recognize features of the items to be
auto-filled later on. Creation of the two processes where information about the auction has to be filled and
checked wherever it has already been auto-filled. 



Step 2A - Version where all information is shown on one page (see Figure 12): Following the same visual
style as the first step, this process was the first we designed out of the two different ones. After the
images have been analyzed, the details of the auction have to be filled in. In this version of the process
the details are contained in one page under three tabs (category, details, estimated value). On this page,
the user can jump between the information and fill in the details in any order. Colour-coded outlines for
the answer fields were used to indicate the three different answers given for each detail. Grey indicates
that the details have been either filled by the user or it has been auto-filled by the AI using image
recognition and it is confident the answer is correct. Yellow indicates the AI has auto-filled a detail but its
correctness is uncertain, thus has to be checked and verified by the user. Red indicates that a detail is
completely unanswered. Both a cool coded mark on each tab and an overall process bar were added to
show the state/percentage of completion for each tab and all the details respectively. Finally, it has to be
mentioned that half the page is occupied by the images that had been uploaded earlier in the process. 
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Figure 11: Image recognition

Figure 12: Filling in information for "professional users"



Step 2B - Linear process version (see Figure 13): The difference of this process to the first one is that the
information contained in the three tabs are spread out to multiple steps. Each step has to be completed
before going to the next one. Navigation buttons have been added at the bottom of each step allowing to
go to either the next or previous step. The color coding and process bar were carried over to this version
as well.

The next step after completing the prototypes was to test them. The midterm
demo day was the perfect opportunity to get feedback on our prototype. In
order to test the two processes we put both in the same prototype. When using
the prototype at the beginning the user is presented with the choice to choose
between the two processes by activating "advanced mode" to use the one-page
process or by deactivating it to use the linear process. In this way we were able
to directly compare the two processes while also testing whether it would
make sense keeping both processes and making the user decide an easier
process or a more practical one based on their needs.

The main feedback received from the Catawiki team was the fact that on their site the variety of items in
auction is huge. This means that many of those items are unconventional and rare, something that would
mean the image recognition system would not be able to function properly. For that matter further thought
has to be put into how our design/method would help the AI recognize objects easier. Other issues that
might accrue from our design were also the fact that AI might not understand the difference between two-
dimensional objects and three dimensional or difference in size, e.g. a picture of a car and a real car or a real
car and a model car respectively. The opinion of the Catawiki team about the two processes was to focus
only on one of the two and continue the user tests in order to find which features are better.

One last feedback we got, of high importance, was the suggestion that our design does not offer anything
unique to the Catawiki site. The best way to deal with this issue was decided that it was by creating a
competitor analysis, which can be found in Appendix 4. For this to be made the method found in the book "A
Handbook of Methods" by Tomitsch, M. (2018) was used. The conclusion was that, even though it seemed
like the idea of auto filling information via image recognition is commonplace, none of the other main
competitors have implemented such a system to their websites. This renders our idea distinctive to the
competition making Catawiki’s selling process stand out. 
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Feedback From Midterm

Figure 13: Filling in information for "new users"

Figure 14: User test setup

09.
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Following the feedback from the midterm Demoday, it became clear that it is not a good idea to maintain 2
separate user flows for different type of users. It is better to develop a single user flow for all types of users.
This way, unnecessary confusion can be prevented and a user does not have to get familiar with the process
a second time. Also, it is difficult to draw a line between frequent and infrequent or experienced and
inexperienced users.

We decided to continue our user tests with the two separate midterm prototypes, in order to find out what
people like about each specific user flow. The full test setup could be found in the midterm section, but the
results will be summarized here. (Tomitsch, 2018) First of all, in both prototypes it was unclear what the
colors meant; some people simply ignored them. Also, some people were not familiar with the navigation
style in the prototype for “professional users”, where the user can go to another page by using the buttons at
the top of the page, which is shown in Figure 15. This resulted in people being unaware that these are in fact
buttons, perhaps partially due to the fact that these buttons also display information about the actions
required on that page. 

A critical aspect of the feedback we received from the Catawiki staff during the project is that any machine
learning algorithm will not always be correct. Catawiki sell a lot of items, ranging from second-hand
cataloged products to ancient one-of-a-kind items. Users can sell real cars, model cars or even historical

Based on these findings, we decided to use regular navigation buttons on the bottom of every page, along
with a user flow consisting of multiple pages. This also meant we are able to add more explanations to the
pages, which is needed to communicate more clearly what the colors mean and what is expected from the
user.

There was also room for improvement in the way messages communicated user tasks along the interface. In
order to accomplish this mission, some more research on good practices was required. By presenting key
messages in the interface, we were able to communicate the essence of what we wanted to say. When
writing our new messaging and notification approaches, we aimed for conciseness (maximum of 3 key
messages per page screen), relevancy (balancing what to communicate in respect to what users need to
know), simplicity (easy-to-understand language; minimal jargon and acronyms) and relatability (active rather
than passive voice). (Harrison, 2020)

 Figure 15: Navigation style for "professional users"

Summary of Findings From User Tests

AI Makes Mistakes
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pictures of cars, and an AI will not always be capable of telling the difference. So in this new prototype, we
needed to make sure that the user can always give feedback to the AI or change its answers in a non-
obtrusive way, to prevent any frustrations when the AI is wrong.

This can already be seen in the prototype we have, because the user can always modify a pre-filled input
field. However, one important possibility has been neglected so far: What if the AI classifies the object
completely incorrectly, and places it in the wrong category? Sure, the user could already change the category
if it is not correct, but this might take too much effort resulting in the user dropping out and selling their
object elsewhere. 

For this reason, we decided to add a question before
the AI selects a category. This question, shown in
Figure 16, will show 3 possible objects the AI has
identified, along with the certainty it has in a
percentage. The user has to select one of these items,
but also has the possibility to type in another answer.
For example, if the user tries to sell a model car, but
the AI recognizes it as a real car, the user can easily
correct the AI before it will select a category. In our
view, this approach is not intrusive and a helpful way
of improving the AI's performance. By doing this, the
user is also introducing AI to himself/herself, since all
they have done so far is upload some images.

While starting on the creation of a new prototype, we simultaneously started looking into the possibilities for
the final Demoday. More specifically, our goal was to integrate Google’s Teachable Machine into the
prototype, so we started looking into how to achieve this. We quickly found that our best option was to host
the Teachable Machine model on Google’s servers, while using their provided JavaScript code to make a
working page in HTML. However, this code was written to be used with a webcam, which is something we did
not want in our prototype. Instead, we wanted to upload a file to the prototype, which would then be
processed by the Teachable Machine model we trained.

This meant we had to adapt this JavaScript code in order to work with a file upload button instead of a
webcam, by changing some lines of code but most of all writing some new code ourselves. With the use of
the internet and with the help of an experienced web developer, we managed to integrate the Teachable
Machine successfully into a custom HTML page.

 Figure 16: First question

Using Real AI in Prototype
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The HTML is very limited, only a title, a button to start the
webcam, a place where the webcam image will be shown
and a place to show the results of the model. 
The JavaScript code is meant to make sure the model
works, and it is a lot longer. By default, it is written to use
the webcam image and show the result depending on
what is visible in the webcam. In order to make it work
with a file upload, all code needed for a webcam was
removed and new JavaScript code was written to display
the image after is was uploaded. The existing code from
Teachable Machine was then adapted to load the image
which is being displayed, and let the model run only once
with that image. Additionally, a variable was created to
make sure the “Next Page” button opens an HTML page
with the same name as the class with a certainty of over
70%.

After this worked, the HTML code was rewritten together
with CSS code, in order to make it look professional and as
if it was a part of Catawiki. The result of this can be seen
in Figure 19.

On the website of Teachable Machine, some
HTML and JavaScript code is shared. A part of
this is shown in Figure 17.
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 Figure 17: JavaScript code provided on Teachable Machine

 Figure 18: HTML elements provided on Teachable
Machine

Decisions Regarding Final Prototype
At this point, we had to decide between creating the rest of the prototype in HTML too, or figuring out how to
integrate a Figma prototype into our HTML prototype. Figma does allow to add the prototype to HTML using
iframe, but we would still be limited by Figma’s limitations. The most important limitation when using Figma
is the lack of working input fields, we would not able to allow the user to type something into an input field.
Additionally, if we would use Figma for the remainder of the prototype, we would have to deal with significant
loading times of a part of the page halfway through the user flow. However, the biggest advantage of using
Figma is the speed at which a prototype can be created. It would take too much time to program everything
in HTML, which is why we quickly decided to combine Figma and HTML for the final Demoday and the pre-
Demoday before that.
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 Figure 19: Final look of webpage with Teachable Machine

 Figure 22: The HTML code to add the Figma prototype in an iframe

 Figure 20: Scaling options in Figma

 Figure 21: CSS code to set the width

In our case, the option to scale the prototype down
depending on the width of the page was exactly what
we needed. If the page is taller than the screen, the
user has to scroll like normal. Additionally, Figma
provides the option to load a prototype inside a
webpage using a basic HTML feature: iframe. This can
be seen in Figure 22. We used this to show the Figma
prototype inside our HTML prototype, at a width of
60% of the page. The CSS code used for this is shown
in Figure 21. 

The remaining width is used by the images of the
product, which can be seen in the Overall Results
chapter. Another nice feature is that this allows us to
make the prototype usable on different screensizes as
well, because the Figma prototype will be displayed at
full width when the browser window has a width of
less than 768 pixels, which is also the case for smaller
devices..

Figma has four different options for the
scaling of a prototype, which are shown in
Figure 20.

13.
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During the pre-Demoday, we let other squad members as well as teachers try out our prototype. In
observing them interacting with the prototype, we found that it was still somewhat confusing, mainly
because of the colors not being described well enough. Also, we received a lot of useful feedback
from the teachers as well as some students, which we combined with our observations from that day
to create a new and better prototype. Aside from fixing some spelling mistakes, we played around
with sizes to indicate certainty, especially at the question where the user selects the most fitting
object. 

Additionally, we decided to make the instructions much more clear by showing them on a separate
screen, so the user cannot scroll past it. In the HTML code, some minor changes were made to make
sure nothing clips into each other and a loading animation was added when uploading and analyzing
a picture. Also, for the final Demoday we made sure the user could take a picture themselves of one
of the objects we brought, making the whole prototype a lot more interactive. For this, the only thing
we needed to figure out was how to quickly transfer the image from a smartphone to the computer.
After testing some different methods, we decided to connect the smartphone to the computer with a
USB cable as shown in Figure 23, so the photos on the device could easily be accessed with the
default file explorer on Windows.

 Figure 23: Our Demoday-setup with a smartphone as camera
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An AI created by or for Catawiki will be connected to a database with images of previous lots and product
information. The submission process will be adapted to include the AI, meaning the first step for the user will
be to upload images. The AI will then analyze these images, by attempting to recognize the item and
comparing the images with existing images in the database. This will be used to predict the product
information, which will be auto-filled for the user if it is above a specific percentage of certainty. The user will
be tasked with verifying the auto-filled information and filling in the remaining information. Any input of the
user will be stored in a database, which can be used by the AI to improve its accuracy over time.

The very first step in our process, after starting a new lot, is uploading the pictures. This can be done in two
ways: The user can upload pictures from their device, or they can scan the QR code to upload existing
images from their smartphone or take new pictures and upload them immediately. We don’t have a prototype
for the screens on the smartphone, but when taking new images, some tips can be displayed to help the user
with taking the best possible images. Catawiki could even use an AI to show relevant tips, which could detect
problems like unsharp images, an unpleasant white balance or uncentered composition.

Step 1: Uploading Images

 Figure 24: Image uploading page

Final concept:

15.



Based on the answer in the previous step, the
AI will determine the category it believes is
correct. This category will be displayed to the
user, who can simply confirm it to continue
with their submission. If however the category
is wrong, the user is still able to choose the
right one from the list of categories that
appears when they click “Select other”. Also, if
the AI is still not certain enough about the
category, it could show multiple for the user to
choose from, or in the worst case none at all. In
that case, the user will have to select the
category from the list.
Note that we did not include the subcategory in
this prototype. Catawiki can choose where to
show this, which could be on this page or the
page after.

 Figure 25: Defining object
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Depending on the object, the second step could
be a very important one. In this step, the user will
encounter the results from the AI’s image
processing. If the AI would always be correct, this
step would not be necessary. However, an AI will
not always be correct, especially in the case of
Catawiki’s vast amount of products that can be
sold. If the AI makes a mistake and recognizes
the object as something it is not, the user can
easily correct this mistake. Based on the answer
given in this step, the AI can determine the
category with a much higher certainty. We believe
this is a useful step to include, because it does
not take much effort from the user and it is better
then going through the list of categories to select
the right one.

Step 2: Define Object Step 3: Confirm (sub)category

 Figure 27: Suggested category

 Figure 26: Selected answer

 Figure 28: Choosing other category
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Before filling in the information, the user will receive
some instructions on a separate page. This is mainly
for users to become aware of the AI and for them to
understand that its answers might need to be verified.
At the top of the pages with input fields, the meaning of
the colors will be displayed: If the AI is above 80%
certain about an answer, the field will be outlined in
blue and a checkmark icon will be displayed next to it.
The user does not have to verify these answers. 

If the AI is between 80% and 40% certain about an
answer, the field will be outlined in yellow and an
exclamation mark icon will be displayed next to it. The
user should verify these answers. If they click the field,
they can type in a new answer and the outline will
change to blue. Even if they do not actually change the
answer, it is verified because they clicked it. However,
if the user click the “Continue” button while at least one
field is still yellow, they will see a popup asking if all
answers are correct, but they are able to move on. This
might be the case when a user does read the answer,
but does not click it to indicate that it is correct.

Step 4: Instructions 
& Entering Information

Figure 29: Instructions on separate page

Figure 30: Filling in details

Step 5: Set up lot

Figure 31: Adding information for the buyer

Similarly to the previous step, this page will show
auto-filled input fields or multiple choice questions.
Where the questions on the previous page are more
product-related (brand, material, etc.), the questions
on this page are aimed at the lot. This includes
information relevant to the buyer, like the condition or
whether there is a box. Also, this is a good place for
the seller to add a title and description, and set the
price estimation.

If the AI is below 40% certain, it will not fill in anything
and the user has to fill in the answer manually. Also
note that the AI could decide to show multiple
options for answers in a small box below the input
field, so the user only has to click one of these
answers to have it filled in. This could be useful for
information like brand, model, material etc. 

Step 6: Previewing and
Submitting

On this page, the auction will be previewed and the
user can decide to save it as a draft or submit it to
the product expert. This is very similar to the current
submission preview on Catawiki, we did not change
anything about this.

 Figure 32: Lot preview
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Because the images are an important aspect of our
new concept, we decided to always show them on
screen when the user is going through the set-up
process. In our prototype, we are only showing some
uploaded images here and provide the option to
upload new ones, however there are some more
opportunities with this side bar. First of all, we
explored the option to visualize the AI to the user by
highlighting certain parts of an image and showing 
the information the AI gathers from this, this is shown in Figure 33. This might be a nice way to show the user
what the AI is doing and how it manages to autofill some information, however it might not work well when
most of the information is filled in by comparing the images with a database.

Another option with the potential to enhance the user experience, is showing a preview of the auction in the
sidebar while it is being built. So when starting, all there is to see in this preview are the images, but as the
user fills in more information, this will be displayed in this preview as well.

Having developed the whole interactive interface, our team focused on summarizing its specifics in a
diagram named service blueprint in particular, which is displayed in Figure 34. In fact, Catawiki had its own
customer journey map shared with the team for inspiration and usage which contained some of the same
information as our service blueprint. In spite of this, our process exhibited multiple distinguishing features
that deserve mention. The goal of this visualization is to simplify the task of incorporating future innovations
and relevant changes to improve customer satisfaction. All five stages of our new submission process are
displayed horizontally on top. The vertical axis of our blueprint presents some of the most remarkable
categories that illustrate the main components of the service. Among them are:

Physical evidence explains what
customers come in contact with when
moving through stages. 
Customer actions are steps a customer
undertakes during the service
experience. 
Frontstage actions list the technologies
that interact with the user. 
Backstage actions are these
preparations and responsibilities that
user is unable to see. (Pugh, 2019)

The service blueprint may be viewed at a
larger size in Appendix 5.

Other Noteworthy Information

 Figure 33: AI highlights

 Figure 34: Service Blueprint
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As a way to better explain the design of our interface to the visitors at our final demo day stand, we created a
simpler version of the general flow of the process. This can be seen in Figure 35.
The main poster we created can be found in Appendix 6.

If you want to try out our prototype yourself, you can download it via the following link: Download Prototype

Because of the NDA, but also because of the university’s security settings in OneDrive, you will not be able to
download the zip file immediately. Instead, you will see a page where you can request access. Doing so will
notify a group member, who can decide if you will be granted access or not. If this link does not work for any
reason, which could be the case if you don’t have a TU/e account, you can also send an email to
j.r.p.verstegen@student.tue.nl, who can then reply to your email with the zip file as an attachment.

Downloading our Prototype

 Figure 35: Poster explaining the general flow of the submission process

19.

https://tuenl-my.sharepoint.com/:u:/r/personal/j_r_p_verstegen_student_tue_nl/Documents/Jaar%202/Project%202%20Design/Project%202%20-%20Group%20E/Phase%203%20-%20Final%20design/HTML%20Prototype/Team%20E%20Final%20Prototype.zip?csf=1&web=1&e=IOe9gP
mailto:j.r.p.verstegen@student.tue.nl
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When the project started, our team got a bit stuck. We did not know what was expected from us and what
steps we had to take. After a meeting with our coaches and Catawiki, we had more knowledge of what we
had to do, and we could actually start our project. We worked together as a team, and everyone wanted to
end up with a nice product for our client. In the end of every meeting, we created a to-do list with all the tasks
divided, we set a deadline, and by then, all the tasks should have been finished. Everyone did their tasks and
we tried to divide the tasks equally. As a whole, the team worked well together. 

It was a team effort, but we were successful in creating a working prototype. For the sake of the prototype,
we combined HTML with a Figma prototype. In this way we could visualize our concept in the best way
possible. If Catawiki were to implement this, they would have to make their own Artificial intelligence or hire a
professional company to do so, for the Teachable Machine is not the right tool because of the vast amount
of items that can be sold on Catawiki. 

There are a couple of big differences between our concept and the already existing submission flow of
Catawiki. Firstly, our concept has an AI that uses picture recognition to recognize what you are trying to sell.
With this information, the AI can dig into Catawiki's database and try to fill in the answers to the questions.
Secondly, the AI asks for verification of the answers given. It does this in two ways. At first at the beginning

Multiple goals that we set were achieved. Firstly, the goal to make a working final prototype is achieved. For
now, the prototype only works with the items we used to train the teachable machine model, but in practice
would work with every item you teach to the machine. Secondly, the goal of implementing an AI is also
achieved. We managed to implement artificial intelligence into our concept and even in our final prototype.
The goal of reaching the clients’ expectations was also achieved, and while we can not know for sure, we are
confident that the client can make use of our work when working on something similar in the future. 

During this project, we learned a lot as a group and as individuals. We developed ourselves in the Technology
and Realization area by learning about artificial intelligence. What it is and how to work with it. We learned
how to implement an AI in our prototype and how to work with different platforms to make such a working
prototype. 

We also improved our skills in Business and Entrepreneurship, by choosing to work with a client. In this way,
we got the opportunity to learn from the client how to communicate with them and how to implement their
needs and requirements. Next to that, we developed ourselves in User and Society. We always had to take
the user into consideration when designing. We tried to make the best possible concept for the user, by doing
user tests and listening to feedback. Additionally, we developed ourselves in Creativity and Aesthetics as
well, by closely monitoring the design language Catawiki uses on their website and creating something that
would fit in their current design.

Goals and Learning Experiences

Discussion



of the submission process, where the AI recognizes the product, the AI displays the answers with
percentages and the user must select the right answer. Secondly, when the AI auto-fills answers, the
user has to check and verify or edit them. The AI uses colors to indicate its certainty about the
answers given. Additionally, the AI stores the answers and images provided by the user to the
database, enabling it to become more accurate over time.

If we would have more time to spend on this project, we would do user-tests with what is currently
our final prototype, in order to keep developing it further. There will certainly be some things that can
be improved, perhaps the instructions could still be not clear enough, the AI might still be too
obstructive when it fails, or something else completely. More time would allow for us to find out
about potential weaknesses in our design, so we can improve it. 

Demoday Feedback
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During the Final Demoday, we showed our final concept to our squad, Catawiki and everyone else
who was interested. The passersby our stand, shown in Figure 31, could interact with our prototype
and give some feedback. Some of the feedback we got is that it was already much better and clearer
than our prototype during the Pre-Demoday. Also, because we had some stories beside it and people
could make their own pictures and interact with those, it was much clearer what our concept is
about. We did notice that still not everyone understood what they had to do with the answers that are
colored.  

We also got a chance to
present our concept to the
Catawiki team and they got
to give us some feedback
on it. They were very
impressed with the final
prototype, and they were
happy with the outcomes.
Catawiki is already working
on an application that can
autofill answers, so our
outcomes are very helpful.  

Figure 36 Our stand for the final Demoday 
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To determine whether a Teachable Machine model will be as effective when more objects are
incorporated is an advanced step our team was not able to take due to the time limitations of the
project. It would be interesting to see if the AI will still be able to recognize the object fairly accurately
and if one screen for defining the object with the client's help will be sufficient for the AI to be certain. 

During the final demo day, our last iteration for displaying the AI's certainty by auto-filling did not prove
to be intuitively understood by the users. Hence, a usability test might be considered as a future step to
grasp the missing piece in the proposed design. 

Seeing how real Catawiki users feel about this design is another test our team has agreed to be
valuable for any future development. The new design may be contrary to real users’ established habits
when uploading through Catawiki's website, but the advantages of the new features may outweigh any
minor inconvenience of getting used to it. 

By asking us students to design, Catawiki manages to escape from its well-established order, yet
sometimes obsolete, and get more creative ideas. Through our solutions, we may be able to support
their innovative and out-of-the-box thinking. 

Our team came up with a concept that is far from being already shared and used by a wide audience.
Yet, it is an attempt to integrate modern technological features that are sought nowadays. Our design
provides Catawiki with the ability to envision a new way to ease the selling process by combining
multiple AI advances. Since our design is based on interaction, Catawiki may have the possibility of
conducting further user testing with it. The design might play a positive role as a basis image for further
building up of a working code to the teachable machine and the auto-filling feature. As a result, our
design concept and thinking have demonstrated many outcomes that Catawiki can be satisfied with.

Summary of Effects for Catawiki

Future Steps and What is Still to be Considered
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